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This project details the kinds of online privacy tradeoffs that disproportionately impact cell-mostly internet users. It draws connections between and builds upon two distinct bodies of research that address technology-driven inequalities, both of which have policy implications. First, economically disadvantaged individuals, Hispanics, and African Americans are significantly more likely to rely on phones to access the internet, compared to wealthier, white Americans. Similarly, people of color are heavier users of social media apps compared to white Americans. Second, mobile internet use, mobile apps, and cell phones themselves leak significantly more device-specific data compared to accessing websites on a computer. In light of these combined realities, we wanted to examine the kinds of online privacy tradeoffs that disproportionately impact cell mostly internet users and, by extension, economically disadvantaged Americans and people of color.

We partnered with three community-based organizations in both Long Beach, Calif., and Philadelphia to recruit 79 cell-mostly internet users for focus groups. We posed three research questions. First, how do cell-mostly internet users—who tend to live in economically marginalized communities—articulate the perceived risk factors affecting their mobile phone data practices? In other words, how do they conceptualize data privacy? Second, we explored to what extent cell-mostly internet users considered mobile privacy breaches to be discriminatory or unjust. Finally, we asked study participants how they alter their behavior or pass up opportunities due to privacy concerns.

Some focus group participants reported that, in an effort to maintain data privacy, they modify online activities in ways that harm personal relationships and force them to forego job opportunities. We find these admissions particularly troubling. Study participants, largely, seemed resigned to their status as having little power and minimal social capital. The project findings shine light on an increasingly serious problem of digital life—the inequities exacerbated by data insecurity that are experienced by all individuals but are more salient among those living in economic precarity.

A surprising theme that emerged from these conversations is that nearly all the cell-mostly internet users interviewed said they believe that individual smartphone users—as opposed to the corporations, social media platforms and government agencies that track their online activities—bear responsibility for safeguarding private data.

Focus group discussions revealed that:

- Study participants were generally aware that both governments and corporations collect, store, and use mobile data.
- Few participants said they would abandon highly-invasive mobile apps, such as the Google search engine and Gmail, for more secure alternatives.
- Only about 10% of study participants used iPhones, which are known to provide a more secure ecosystem, compared to Android phones.
- Study participants are on their phones “24/7,” “a few times an hour” and one even commented that the phone “is a part of me.”

These anecdotes are supported by the app tracker data we collected from 14 Android users who installed App Usage for two weeks. The data showed:

- Study participants typically used phone apps for about six hours per day.
- Apps ran (and collected data) for as many as 22 hours on some days.
- Participants spent time each day on multiple apps—including YouTube, Facebook and Google Chrome—that request permission to access contacts, web browsing history, SD cards, photos, text messages, microphones and more.
Introduction

Tanya, a 30-something African American woman who lives in Philadelphia, refuses to fill out online applications for jobs or credit cards. She doesn't own a computer and exclusively uses her phone to go online. “I'm suspicious of that process...giving out my name, my number,” Tanya said. “It is very inconvenient for me to not be able to apply for jobs on my phone, and I probably am missing opportunities.”

Shelly, a formerly homeless woman in her 50s who lives in Philadelphia and doesn’t use a computer, is afraid to make purchases on her cell phone. “I've seen the LifeLock commercials and I know people will steal your information off the phone. That's true,” she said.

Karla, another Philadelphia woman in her 50s who lives in transitional housing, worries about data collection by social media platforms. However, without a car or cash, posting to Facebook is a necessity. “I use Facebook because it is the only way I can be in touch with my family,” Karla said. Jazmin, a Hispanic woman who lives in Long Beach, Calif., voiced similar concerns about social media platforms. In fact, she deleted Facebook from her phone after hearing about the company’s repeated privacy violations. “But I needed to use it, so I installed it again.”

The sentiments expressed by these cell-mostly internet users1 are not unique. We facilitated focus group discussions with 79 people in Philadelphia and Long Beach, all of whom rely on their phones to go online. Through participant observation, we also gained insight into the most popular apps for cell-mostly internet users and how much time they spend engaging with them. This white paper details the kinds of online privacy tradeoffs that disproportionately impact cell mostly internet users—who are likely to be Black, Hispanic or low-income. Nearly all study participants shared stories of relinquishing their data privacy, which we consider to be a basic civil right, in exchange for the ability to access online services and platforms. Many people shared anecdotes about forgoing opportunities in an attempt to maintain data privacy. The research finds that members of disadvantaged urban communities who rely on mobile phones to access the internet and frequently use mobile apps, may be disproportionately subjected to privacy violations—sometimes forcing them to alter online behavior in ways that harm personal relationships and limit prospective employment. And, as Virginia Eubanks2 has articulated, Americans who rely on public benefits are often the “canaries in the coalmine” when it comes to data collection. This is because the algorithms and digital tools initially used to track marginalized Americans ultimately become mainstream. For Eubanks, the algorithmic bias was personal. After her domestic partner was violently attacked, their insurance company denied them coverage based on an algorithm that flagged them for a fraud investigation based on the relative newness of their policy. Eubanks explains that marginalized groups are subject to extra scrutiny based on the large amounts of data collected on them as they apply for public benefits or make health care claims. These populations are thus easier to surveil, easier to track, and harder to protect.

An unexpected finding is that nearly all the interviewees said they believe individual smartphone users—as opposed to tech platforms, government and corporations—bear responsibility for safeguarding private data. The study participants we interviewed, generally, failed to recognize critical structural issues that enable a surveillance economy to thrive. This self-blame for data privacy violations may partially explain why victims of data breaches do not vociferously demand that policymakers and corporations implement data-protective policies.

---

1 The names of study participants have been changed to ensure their anonymity.


Survey data collected by the Pew Research Center,\(^4\) as well as related research by the Data & Society Research Institute,\(^5\) provide useful statistics about mobile technology habits. However, numbers lack context and detail, and do not allow respondents to explain choices or offer perspectives in their own words. Similarly, it is difficult to obtain survey data about the values that compete with privacy concerns, such as convenience, cost and time. By contrast, our study findings are based on empirical evidence provided during interviews with disadvantaged urban residents who exclusively access the internet from their smartphones. By facilitating small focus groups—some with as few as four participants—we were able to collect nuanced qualitative data, and to humanize the impact of privacy breaches through informants’ lived experiences. We also analyzed mobile phone usage data collected from 14 cell-mostly internet users. These participants installed a mobile app tracker and shared the data during a two-week span.

Community input and collaboration are fundamental to this project. We partnered with Downtown Associated Youth Services (DAYS), a non-profit agency that provides free educational programming and youth development activities for low-income, underserved families in Long Beach. We also partnered with Pathways to Housing PA, a Philadelphia-based non-profit that strives to end homelessness through mental and physical health treatment, education, and employment training. Finally, Philadelphia FIGHT staff helped us recruit focus group participants. This organization provides comprehensive medical care to low-income people, along with consumer education, research, advocacy, and social services to people living with HIV and at-risk individuals. These organizations were ideal partners because they each work with populations most likely to rely on cell phones for accessing the internet: members of the Hispanic and African American communities, and low-income residents.

---


This project draws connections between and builds upon two distinct bodies of research that address technology-driven inequalities with policy implications. First, economically disadvantaged individuals, Hispanics, and African Americans are significantly more likely to rely on phones to access the internet, compared to wealthier, white Americans. People of color are also heavier users of social media apps compared to white Americans. Second, mobile internet use, mobile apps, and cell phones themselves leak substantially more device-specific data compared to accessing websites on a computer. Because of these combined realities, marginalized Americans who rely on cell phones for internet access are disproportionately impacted by online privacy violations from corporations, social media platforms, and government.

Increasingly, all U.S. adults are likely to access the internet on their smartphones. The reality, however, is that skin color and income largely determine whether someone depends on a mobile device to go online. Specifically, 25% of Hispanics own a smartphone but lack a home broadband connection. And nearly 23% of African Americans rely on their mobile devices to get online. By contrast, 12% of white Americans can be characterized as cell-phone dependent. The disparity in broadband access is evident when it comes to low-income adults, regardless of race. Specifically, 26% of U.S. adults earning less than $30,000 per year lack a home broadband connection but own a smartphone, while just 6% of Americans earning $75,000 or more depend on their phones for internet access.

These statistics are even more powerful when combined with previous study findings that mobile internet use, mobile apps, and cell phones themselves leak significantly more device-specific data compared to accessing websites on a computer. When people access the internet using a mobile device, with an Android operating system or iOS, they leave behind an average of 32 “digital traces”—from their browser histories and phone numbers, to their geo-locations and photos. This compares to 14 traces accumulated by Mac users and 24 by Windows users.

**Surveillance:** The use of apps represents a major source of vulnerability for marginalized populations; they are at the heart of dialogues about online privacy. Facebook, Twitter, Yelp, and Instagram are among the mobile platforms that send the names, email addresses and potentially phone numbers from a device’s internal address book to the apps’ own servers. WhatsApp, Messenger and similar platforms collect and share consumer data. Analysis of more than 1 million apps in the Google Play store found that, on average, apps request 5 permissions.

For those living in urban areas, government surveillance is an every day occurrence. Surveillance by cell-site simulators and social media monitoring, for example, among a few selected examples:
ostensibly target criminals and terrorists. However, these law enforcement techniques disproportionately impact people of color. Losing the expectation of privacy can markedly suppress civic engagement and, by extension, diminish social capital.

**Smartphone security vulnerabilities:** The premise of this project is supported by evidence that mobile phone apps leak “significantly more device-specific data” to advertisers and data analytics firms, compared to websites. About 69% of web browsers tested during a 2017 study leaked data to an average of 5 third-party trackers. By comparison, nearly 94% of Android apps tested leaked data to an average of 11.7 third-party trackers. The types of data leaked, including nearby access points and details about other apps running on the phone, may allow tracking domains to infer user interests, gender, even behavioral patterns. These leaks enable third parties to correlate ephemeral with anonymous sessions. Additionally, nearly 58% of apps tested leaked the “Android ID” identifier, while web browsers typically lack access to these data.

Cell phone files tend to be more personally revealing than those found on a computer—encompassing photos, videos, voicemails, text messages, geo-location data and contacts. Yet, just 14% of smartphone owners install an antivirus program on their device, and 33% take no steps to secure data on their devices. Consequently, mobile devices are more vulnerable to privacy breaches than computers when accessing the internet.

---

19 Papadopoulos, et al. (2017), (p. 6)
20 *Ibid*
### Table A. The following table identifies features and functions belonging to both mobile devices and PCs and shows how cell-mostly internet users’ privacy is at greater risk.

<table>
<thead>
<tr>
<th>Function/Feature</th>
<th>PC</th>
<th>Mobile Phone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaking data to third-party trackers</td>
<td>≈ 69% of tested browsers leak to 5 advertisers, data analytics firms, etc.</td>
<td>≈ 94% of tested Android apps leak to 12 advertisers, data analytics firms, etc.</td>
</tr>
<tr>
<td>Attack surface</td>
<td>Communicates wirelessly over Wi-Fi</td>
<td>Communicates wirelessly over WiFi, NFT and Bluetooth</td>
</tr>
<tr>
<td>Security updates</td>
<td>Well-supported updates sent quickly</td>
<td>Updates sent slower especially for Android devices; some phone manufacturers drop support 1-2 years after their initial release</td>
</tr>
<tr>
<td>Web browsing</td>
<td>Potentially dangerous sites are routinely flagged</td>
<td>Potentially dangerous sites less effectively identified (screen size a factor)</td>
</tr>
<tr>
<td>Anti-virus software</td>
<td>Conventional anti-virus software programs partially rely on pattern detection to ID malicious files</td>
<td>Anti-virus software cannot depend on pattern detection to ID malicious files; pattern detection ports poorly to mobile devices</td>
</tr>
<tr>
<td>Firewalls</td>
<td>Firewalls commonly protect PC networks</td>
<td>Firewalls not built into mobile phones</td>
</tr>
<tr>
<td>Device ID leaks</td>
<td>Web browsers typically do not have access to this data</td>
<td>≈ 58% of tested apps leak &quot;Android ID&quot; identifier</td>
</tr>
<tr>
<td>Apps and websites</td>
<td>Social media platforms lack access to internal address book, email contacts and location when accessed from a PC</td>
<td>Facebook, Twitter, Instagram, and Yelp send names, email addresses and phone numbers from a device’s address book to apps’ own servers</td>
</tr>
<tr>
<td>Hardware identification</td>
<td>End user can avoid most browser-based tracking with minimal effort; cookies and local shared objects can be deleted</td>
<td>Mobile apps use hardware IDs that cannot be deleted or reset. Third parties that track and store end user network traffic information can associate it with the end user device indefinitely</td>
</tr>
<tr>
<td>Device down-time</td>
<td>PCs often turned off or in sleep mode</td>
<td>Mobile devices typically on 24/7, giving access to bots and hackers</td>
</tr>
<tr>
<td>Passing via public routers</td>
<td>PCs that use public routers to go online require a password</td>
<td>Public routers often do not require passwords from smartphones—enabling data between a phone and the router to be sniffed</td>
</tr>
<tr>
<td>Government surveillance</td>
<td>Via data collection agreements with ISPs, law enforcement agencies collect browser history and email exchanges</td>
<td>Via data collection agreements with wireless carriers, law enforcement agencies collect browser history, email exchanges, address books, text messages, geolocation data, and photos; police use cell site simulators to collect internet, text and voice communications; social media monitoring apps reveal geolocation data and platform activity</td>
</tr>
</tbody>
</table>
Policy landscape

consumer data tracking and sale exist. The U.S. Federal Trade Commission (FTC) is charged with protecting consumer data privacy but has nominal authority to influence or uphold privacy legislation. The Electronic Communications Privacy Act of 1986, which specified limits on government access to computer communication less than six months old, is outdated and provides minimal consumer data protections. The Privacy Act of 1974 oversees individual data kept by the federal government and identifies measures for the collection, amendment of, access to, and dissemination of those data. However, government agencies engaged in law enforcement do not have to comply with this statute. Federal privacy laws governing private companies’ use of consumer data are fragmentary. For example, under the Fair Credit Reporting Act (FCRA), individuals have no federal remedy for modifying inaccurate or suspect data used for “people search” or for marketing purposes not covered by the FCRA. The FTC developed fair information principles in 1977, but Congress never codified them into law. As a result, the commission lacks authority to strongly enforce privacy rules.

By contrast, the EU General Data Protection Regulation (GDPR), enacted in 2018, ensures equilateral data privacy laws across EU nations and aims to provide more individual control over personal data. The law enumerates citizen data privacy rights and provides modes for redress of data privacy grievances. Under the GDPR, businesses must anonymize data, permit user consent, and disclose occurrences of data collection. No similar laws exist at the federal level in the U.S., and numerous attempts to bring data privacy legislation for a vote in Congress have failed.

However, state-level laws are gaining traction. The California Consumer Privacy Act (CCPA) is meant to give residents of the state true control over the information businesses collect on them, and imposes penalties on businesses that fail to comply. Privacy experts characterize this law, scheduled to take effect Jan. 1, 2020, as the most stringent data privacy regulation in the United States. The CCPA is sparking both legal and policy debates over whether California has the right to set rules that could become de facto national standards, or whether federal rules preempt California’s move. Powerful industry groups, including the Internet Association and the Chamber of Commerce, are pushing Congress to adopt a privacy framework that would be applied consistently nationwide and that would supercede state consumer privacy laws. These stakeholders contend that a patchwork of conflicting state rules would create regulatory uncertainty and confusion for industry.

The researchers interviewed a total of 79 cell-mostly

26 Ibid
28 GDPR Key Changes. https://eugdpr.org/the-regulation/
internet users. Specifically, 36 people participated in four 60-90-minute focus groups hosted by DAYS Long Beach in January 2019. Fourteen people participated in two focus groups hosted by Pathways to Housing PA in February 2019. Sixteen people recruited through Philadelphia FIGHT participated in two focus groups held at Temple University in February and March 2019. Finally, our findings were informed by discussions we had with 12 people during pilot focus groups in May 2017 at Centro C.H.A., a non-profit social service agency that advocates for the well-being of low-income, Hispanic families in Long Beach.

We asked participants about general mobile phone practices; their knowledge of data tracking and leakage; their attitudes toward mobile data privacy; their perceptions of data discrimination; factors that influence which websites they visit and which apps they access via their phones; and their ideas about responsibility for phone data security.

To further understand the mobile phone practices of the disadvantaged community members at the center of this project, we recruited 14 study participants to install App Usage. This free app enables Android phone users to track how much time they spend using their mobile phones, including a breakdown by specific app (i.e. Instagram, YouTube, Waze, voice calls, Chrome, Spotify). Study participants in both Long Beach and Philadelphia provided us with detailed reports on phone usage over a 2-week period. We recognize the irony of asking participants in a mobile phone privacy study to install a usage tracking app. Significantly, however, the reports generated by these apps do not reveal the content of social media posts, websites visited, or phone numbers dialed. The reports, in the form of CSV files, exclusively detail how much time a mobile phone user engaged in specific activities. We realize using a phone usage tracking app might influence online behavior, but software that runs in the background was the least intrusive and most precise data collection tool available.

Two main areas of inquiry frame our findings. First, a

---

**Table B. Participants represented a range of ages, racial/ethnic identities and languages spoken.**

<table>
<thead>
<tr>
<th>Age</th>
<th>Number of Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-24 years old</td>
<td>26</td>
</tr>
<tr>
<td>25-31 years old</td>
<td>10</td>
</tr>
<tr>
<td>32-40 years old</td>
<td>11</td>
</tr>
<tr>
<td>41-50 years old</td>
<td>11</td>
</tr>
<tr>
<td>51-60 years old</td>
<td>15</td>
</tr>
<tr>
<td>61 years or older</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Racial/ethnic identity (self-identified)*</th>
<th>White</th>
<th>Black/African American</th>
<th>Latino/Hispanic</th>
<th>Asian</th>
<th>Other</th>
<th>Declined to state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants</td>
<td>5</td>
<td>20</td>
<td>46</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Language spoken**</th>
<th>Spanish only</th>
<th>English only</th>
<th>Bilingual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants</td>
<td>18</td>
<td>26</td>
<td>20</td>
</tr>
</tbody>
</table>

* Forty participants were female and 37 were male. Two participants did not identify racial/ethnic identity or gender.

** We did not collect language data for the 12 people who participated in the May 2017 pilot study.
theoretical position grounded in science and technology studies (STS) considers technologies “as value-laden social processes taking place in specific contexts—interactively shaped by, and in turn shaping, the human values reflected in cultural, political, and economic institutions.” Additionally, our interpretation of STS is informed by communication theory, which considers technology design and user consumption practices to engage with issues of social inequality. STS interrogates the ways in which technology is linked to socio-democratic principles and values, including fundamental privacy rights. Second, social capital theory provides a framework for developing policy suggestions aimed at empowering mobile phone users in disadvantaged neighborhoods. Our framework examines how power, as conceived and enacted, influences socio-technical realities.

The study’s key findings indicate that cell-mostly users are generally aware that both governments and corporations collect, store, and use their cell phone data. They were surprised, however, to learn the extent of these surveillance practices. Many seemed resigned to their status as having little power, little social capital, and little hope that anything will change at either the governmental or corporate levels. Some STS-related theories argue that users actively establish meaning over time and in context; the study participants show a complex negotiation of meanings in different contexts.

Participants felt so connected to their phones, overall, that they referred to them as “lifelines” and “my whole life.” But this attachment is moderated by antipathy in that they sometimes regard the phone as an open book of sorts into their lives. Some say the government tracks them through their phones, but they engage in so many activities (e.g., shopping, banking, social media) that they experience, not unlike many people, tensions between feeling trapped by the phone but liberated by how it allows them to participate in modern society.

Here, we present the study findings thematically. Major themes emerging from the data include: Concerns about security and privacy (which is comprised of two sub-themes—trust and practices); regulatory responsibilities; and willingness to act. The following sections explore these themes in detail.

Fewer than 10% of the study participants used iPhones,
Concerns about security and privacy

which are known to provide users with a more secure ecosystem, compared to Android phones.35,36 Apple uses hardware innovations to thwart external hacking and imposes its privacy protections onto third-party app developers. The company also uses differential privacy (a statistical technique) to scramble the data it collects on users, making it impossible to identify people personally.37 By contrast, more malware is written for Android phones and Google's business model depends on the company acquiring as much data about users as possible.38 Lower income users are effectively steered toward Android models due to their lower price-point. Android phones also present fewer barriers to entry into cell phone usage since most free and government-subsidized phones are Android based. Disadvantaged users are therefore more vulnerable to privacy violations in the form of "update lag" since updates must be customized to each carrier or device maker before they're offered to users. Android phone manufacturers extensively test Google updates, delaying installation of software patches.39 These market realities provide context for our study findings, which indicate that while some participants are concerned about their cell phone data privacy, even those users are reluctant to take much action to secure their data. As one young participant stated, “I don't post anything negative on social media, so I am safe.”

38 Nield (2018).

Practices

Study participants reported being on their phones “24/7,” “a few times an hour” and “15 to 20 times a day.” Even so, they tended either to not worry much about cell phone data privacy or to be reconciled to feeling little control over data. Other participants reported feeling powerless to curtail data collection. These attitudes are evident in the practices in which they engage while online, based on the app tracker data we collected from 14 Android phone users. For instance, one of the study participants who provided data collected through App Usage spent nearly 70 hours viewing YouTube on his phone during the 2-week period tracked. That averages out to five hours a day when YouTube is actively accessing this person’s contacts, photos, location, the contents of his USB storage device and more. Two study participants viewed YouTube on their phones for 58 hours and 37 hours respectively; 10 other participants used the app for periods ranging from 25 hours to 35 minutes during their 2-week tracking periods. Overall, YouTube was the app most frequently used most by all study participants combined, with 12 phones accessing it for about 234 hours during the 2-week tracking period.
The sheer number of apps installed by some study participants is also worth noting, given the multiple types of data each piece of software collects. As previously mentioned, mobile apps leak locations, names, gender, phone numbers, and email addresses.

An App Usage report submitted by one participant showed the phone accessing 74 different apps during the 2-week tracking period, including video games like Pocket Camp and Fire Emblem Heroes; multiple social media platforms like Twitter, Facebook, Snapchat, and Instagram; and streaming services such as YouTube, Roku and Spotify. This same study participant used the Twitch app—a platform for watching livestreamed video games—for 53 hours. Twitch requires broad permissions, very similar to YouTube. Another person played Slotomania for 64 hours over the 2-week tracking period. This game requests permission to access contacts, identity, device ID and call information, media files and about 15 other items.

With the exception of two study participants who submitted data, each used Chrome to browse the web (for as many as 13 hours over a 2-week period). In addition to all the permissions listed in the above table, Google Chrome mobile browser also reads users’ “Web bookmarks and history.” The two participants who did not use the Chrome browser searched the web through the Samsung Internet app that comes pre-installed on Samsung phones. This browser requests permissions for access to a phone’s “device and app history,” “contacts,” “phone status and identity,” “location,” an array of media files, camera, microphone and much more. It cannot be uninstalled.

In addition to Chrome, usage logs showed that every participants’ phones accessed numerous Google platforms daily. These include Gmail, Calendar, Maps, Translate, Google’s search engine, the Play Store and Drive. While study participants’ devices typically accessed mobile apps for about six hours per day, the App Usage reports showed phone usage spiking as high as 22 hours on some days (see charts on next page).

---

40 Apps leak data to a wide range of third parties, including device manufacturers, app developers, wireless carriers, hackers and advertisers.
Target, CVS, Walmart, Old Navy, Macy’s, Chick-fil-A, Wetzel’s Pretzels, Sephora, Footlocker, Herbalife, Forever 21, Nordstrom and Family Dollar. Mobile apps enable retailers to collect data that provide insight into each customer and to deliver “personalized, hyper-relevant experiences.” When customers use mobile apps, retailers gain incredible analytics capabilities—based on users’ locations, interests and online behavior—providing them with deep insights about customers. Retailers capitalize on this information to make data-driven business decisions. Because smartphone owners always carry their devices with them, mobile apps offer “a huge opportunity for hyper-targeted marketing and a level of customer engagement that can’t be matched on any other channel,” according to app developer Clearbridge Mobile. The other major advantage of mobile apps is that you are given “real estate” on your customers’ devices, which shoppers carry everywhere and always.

During a focus group discussion in Philadelphia, León said he believes it’s necessary to accept cookies and grant app permissions “because that’s the way things work...Hackers can find your info no matter what you do to try to protect it. Because we use the phone rather than the computer, we use the same password for everything, so we are less secure anyway.” He, like many of the participants, did not use anti-malware protection on his phone or worry about installing apps that require permission to access phone data. One participant acknowledged that “hacking and privacy breaches are bad” but, unless people personally experience these violations, “they just go out of your head.” Some claimed not to worry about privacy at all because they don’t have anything “sensitive” on phones, demonstrating a lack of cognizance about how data are leaked.

During focus group discussions, community members said they observed various effects of corporate surveillance. One participant noticed that since she began working at Arby’s restaurant, ads related to Arby’s started appearing on websites when browsing on her phone. Another participant noted that, after sharing

<table>
<thead>
<tr>
<th>Date</th>
<th>Usage Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/26/19</td>
<td>6:59:53</td>
</tr>
<tr>
<td>3/25/19</td>
<td>6:10:14</td>
</tr>
<tr>
<td>3/24/19</td>
<td>6:16:14</td>
</tr>
<tr>
<td>3/23/19</td>
<td>9:16:48</td>
</tr>
<tr>
<td>3/22/19</td>
<td>22:23:34</td>
</tr>
<tr>
<td>3/21/19</td>
<td>10:13:31</td>
</tr>
<tr>
<td>3/20/19</td>
<td>4:44:23</td>
</tr>
<tr>
<td>3/19/19</td>
<td>9:46:06</td>
</tr>
</tbody>
</table>

Usage history, March 26, 2019–March 19, 2019

Created by App Usage on Wednesday, March 27, 2019, 11:29 AM

<table>
<thead>
<tr>
<th>Date</th>
<th>Usage Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/7/19</td>
<td>14:50:44</td>
</tr>
<tr>
<td>4/6/19</td>
<td>11:03:36</td>
</tr>
<tr>
<td>4/5/19</td>
<td>7:35:20</td>
</tr>
<tr>
<td>4/4/19</td>
<td>9:21:36</td>
</tr>
<tr>
<td>4/3/19</td>
<td>7:44:23</td>
</tr>
<tr>
<td>4/2/19</td>
<td>6:37:40</td>
</tr>
<tr>
<td>4/1/19</td>
<td>22:04:04</td>
</tr>
<tr>
<td>3/31/19</td>
<td>16:04:50</td>
</tr>
<tr>
<td>3/30/19</td>
<td>13:09:39</td>
</tr>
<tr>
<td>3/29/19</td>
<td>17:09:29</td>
</tr>
<tr>
<td>3/28/19</td>
<td>8:45:49</td>
</tr>
<tr>
<td>3/27/19</td>
<td>10:57:21</td>
</tr>
<tr>
<td>3/26/19</td>
<td>8:56:29</td>
</tr>
<tr>
<td>3/25/19</td>
<td>11:01:06</td>
</tr>
<tr>
<td>3/24/19</td>
<td>4:07:24</td>
</tr>
</tbody>
</table>

Usage history, April 7, 2019–March 24, 2019

Created by App Usage on Monday, April 8, 2019, 9:52 AM

Thirteen of 14 study participants used Facebook on their phones, with participants spending as many as 23.5 hours on the app during the 2-week tracking period, according to their App Usage reports. The Facebook app for Android requests 45 unique permissions, including “read your text messages,” “read your call log,” and “download files without notification.” Instagram requests access to similar phone information.

42 Ibid.
43 eMarketer (2019, April 15). Retail apps gain real estate on shoppers’ smartphones. https://www.emarketer.com/content/retail-apps-gain-real-estate-on-shoppers-smartphones
details about eating avocado toast on social media, ads related to avocado toast appeared on her phone. Other participants claimed to refuse to download apps that required "too many invasive permissions," and one participant turned off permissions for apps that she wanted to use but considered intrusive.

We also found that, when presented with alternatives to highly-invasive Google platforms—including Gmail, the Chrome browser and Google's search engine—study participants typically acknowledged their discomfort with a single company "knowing" so much about their online behavior. At the same time, however, very few participants said they would abandon Google products for the more secure alternative search engines DuckDuckGo and StartPage; encrypted email services such as Proton Mail and Tutanota that do not allow third parties to access emails; or the Tor browser, which allows users to anonymously browse the internet. Even study participants who were aware that Google's business model is predicated on corporate surveillance said they were unlikely to abandon the convenience of the Google ecosystem, which extends to the calendars and translation apps on their phones. A Hispanic woman who lives in Long Beach reported that she is bothered by the fact Google uses her personal information to create a detailed profile and targeted ads. “But it would be really hard to make the transition,” she said.

Still, a few participants were eager to test privacy-protective search engines such as Duck Duck Go or Startpage, in what might have been a modest attempt at regaining some type of control over their own feelings of powerlessness. At the same time, most participants expressed doubt that those search engines—despite assurances from the researchers—do not actually store, collect, and sell users' information. They wanted to “stick with Google” because they know it. John rationalized his decision to continue using Google's search engine. “In the real world we don’t really think about it. It’s the society we live in,” he said.

Because mobile technology enables continuous connectivity with family, friends and other contacts, previous scholarship has posited mobile phones as ideal for maintaining social capital. But for cell-mostly internet users, social capital may diminish as users recognize the need for phones in contemporary life. In fact, our study participants frequently said they felt discouraged about their inability to control how their mobile data are used. At a basic level, social capital emerges from the routine interactions among and between individuals

---

**Table D.** We showed focus group participants this visual prompt and asked: “Would you be willing to switch from searching the internet with Google to a more secure search platform, such as DuckDuckGo or Startpage? Why or why not?”

<table>
<thead>
<tr>
<th>Name</th>
<th>Downloads</th>
<th>Rating</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google</td>
<td>1 billion+</td>
<td>4.4/5.0</td>
<td>• Adjusts future search results to be based on your search history.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Personalizes your feed and notifications.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Google will automatically optimize results to improve loading.</td>
</tr>
<tr>
<td>DuckDuckGo</td>
<td>1 million+</td>
<td>4.4/5.0</td>
<td>• Can connect without phone #, entrail servers, or personal data.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Searches anonymously; does not collect or share personal data.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Open-source</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Anyone can contribute to DuckDuckGo's development.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Source code can be examined.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Featured stories can be customized to the user’s liking.</td>
</tr>
<tr>
<td>startPage</td>
<td>6 million+ daily searches</td>
<td>4.4/5.0</td>
<td>• Search anonymously</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Does not collect or share personal information</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Anonymous browsing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Uses a proxy, not a VPN</td>
</tr>
</tbody>
</table>

* Data obtained from the Google Playstore and/or iTunes (2018)
and groups and provides an understanding of how individuals can maximize opportunities for themselves within society. The concept incorporates social trust, community and mutual benefits. It suggests that when people possess abundant social connections, more resources are available to them—making it easier to take action that benefits oneself and others. Bourdieu takes a stark view of social capital, using it to illustrate social inequality and class stratification. He describes a system in which advantageous relationships are inherited and reproduced, assuring the continued dominance of well-connected classes. Coleman, however, articulates social capital as a counterbalance to the individualistic nature of traditional economics. Coleman acknowledges that social capital can amplify privilege. But, at the same time, he frames social capital as a community resource, especially for disadvantaged groups and those whose voices are historically ignored. The wide-ranging nature of perspectives on social capital inform our research, in that our study participants express powerlessness in manifold aspects of their lives. This research seeks to obviate that powerlessness by contributing to privacy protection dialogues and policy. Moreover, Bourdieu’s conceptualization of the habitus describes how study participants may not be able to challenge threats to social capital, particularly as they concern data/identity protection. For Bourdieu, social capital is contingent on the context of social environment; the habitus is a world view of sorts. It describes not only a system of social practices but also an internal perception of those practices. The habitus is an internalized mode of decision-making that individuals use based on their specific circumstances. An individual’s previous thoughts and experiences—combined with personal conditions such as identity, culture, perspective, lifestyle, gender, or race—produce certain practices (habitus) in relation to action in the world (social capital). For our participants, if they receive messages from social networks saying that the price they pay for using cell phones to access vital services is to relinquish control of personal data privacy, they may accept this “fact” and not seek measures of data protection. Ultimately, class inequities are reproduced through the use of cell phones to access the internet.

We also argue that relying on mobile devices to access the internet may diminish social capital as a form of privilege. The relationships that evolve between mobile phone users and their data are “complex and reflexive.” Mobile phone users often have no choice but to divulge personal data, which occurs via routine actions like visiting websites, sending email and shopping online. It is impossible to control how data is monitored, stored, and shared once provided. Personal data disclosed for a specific purpose—e.g., downloading music or messaging friends—may be used for entirely different purposes by actors ranging from prospective employers to law enforcement. This leads us to conclude that, as these privacy violations accumulate, social capital as a benefit weakens. According to some study participants, the exposure of their personal data causes emotional distress about the potential for increased risk of identity theft, fraud and even safety risks. Dealing with any of these harms negatively impacts social capital, but it is especially true for people already combatting prejudice and stereotypes—the exact population most likely to rely on mobile phones for internet access. In addition, privacy violations possess potential to damage one’s reputation. For example, even seemingly innocuous social media posts or web searches can later be unearthed from a database, posing a clear threat to any accrued social capital. For example, Cathy O’Neil describes how bits of personal data from searches, posts, credit scores, personal data, which occurs via routine actions like visiting websites, sending email and shopping online. It is impossible to control how data is monitored, stored, and shared once provided. Personal data disclosed for a specific purpose—e.g., downloading music or messaging friends—may be used for entirely different purposes by actors ranging from prospective employers to law enforcement. This leads us to conclude that, as these privacy violations accumulate, social capital as a benefit weakens. According to some study participants, the exposure of their personal data causes emotional distress about the potential for increased risk of identity theft, fraud and even safety risks. Dealing with any of these harms negatively impacts social capital, but it is especially true for people already combatting prejudice and stereotypes—the exact population most likely to rely on mobile phones for internet access. In addition, privacy violations possess potential to damage one’s reputation. For example, even seemingly innocuous social media posts or web searches can later be unearthed from a database, posing a clear threat to any accrued social capital. For example, Cathy O’Neil describes how bits of personal data from searches, posts, credit scores,
or ancestry databases are used by the proprietary algorithms of insurers to generate ratings for individuals that assess risk and adjust premium prices accordingly. She argues, “in neighborhoods with more payday loan offices than insurance brokers, it’s harder to shop for lower rates” (p. 165) among insurers. Our participants revealed an understanding that this is happening to them. One commented, “Every time… I do something [that] involves me putting a debit card number in, or my social in... before I even do it, I ponder on it, I think about it, like, do I really want to do this?”

Trust

These potential threats to social capital are reflected in participants’ trust concerns about their phone privacy. Several participants, including León, expressed feeling as though websites and companies track their online activities. The evidence presented includes:

- “Amazon is tracking because it always sends reminders for things you might like.”
- “OfferUp calls me, then my phone warns me that it may be spam calling.”
- “I’ve started thinking, if this is going to be looked at, what will people think? I know that once I hit enter, it has the potential for other people to look at it.”
- “There is nothing that’s going to stop corporations or [businesses] from getting to your phone. You can slow down their progress, and you can do things that turn them to another avenue … but all those lead back to your phone. It’s not going to stop.”
- Sites “are tracking your visits when you look into products, and ads tied to those specific products show up on other sites like Instagram.”
- “Low income people are victimized by platforms that are looking at and collecting our data. We are profiled through searches, etc. Is it exploitative because platforms are using ‘us’ to make discretionary decisions.”

The focus group discussions revealed that some community members are conscious of phishing scams online and realize the risks associated with opening links sent from unknown sources. But others considered ad tracking to be a minor inconvenience: “It’s bothersome; I just exit when I get the ad,” one participant said. Most were unaware of the process of how this happens—through cookies, IP address, phone number, contacts, credit card information and the like. These digital traces function to slice populations into “marketable segments,” but Shawn argues, “I don’t care if they’re doing it. I can’t stop it. I got no money to steal, and if it happens, I’ll deal with it.” Even then, some like the convenience of being able to return to favorite places online. Ivan has a home internet connection but shares a computer and primarily accesses the internet from his phone. He argued that, because he only views sports or cooking videos when on public wifi and conducts all credit card transactions on his home network, he has “nothing to hide.”

What these study participants may not realize is that retailers, cell phone carriers, social media platforms and data brokers collect, retain and analyze consumer data to obtain insights into emerging trends and preferences, and to personalize ads and marketing offers. However, both purposefully and unintentionally, marketers and data brokers use their data in discriminatory ways. For example, when data brokers place consumers into “buckets” that detail financial characteristics, the data may be sold to predatory businesses such as payday lenders that exploit vulnerable consumers. Similarly, marketers capitalize on consumers’ data to create differential pricing schemes or make assumptions about products and services to offer. Health insurers now collect members’ social media posts and track what they order online to “predict” how much a member’s healthcare could cost the company. Real estate websites provide listings based on the searcher’s

race or current zip code. Payday lenders target low-income individuals. Online employment marketplaces use artificial intelligence to match job seekers with employers, but biased algorithms perpetuate inequities.

When prompted to consider which institutions are collecting and using their phone data, respondents indicated that corporate actors as well as the government harvest their information.

- The government collects information for “control” and to see “what’s going on with the masses.”
- “Corporations are already consolidated; they will rule the world.”
- “Government and corporations are the same thing ... corporations control the government.”
- “It's not like I'm in corporate business, so with my phone I just brush it off. If you aren’t careful, the security systems could actually harm you ... like the government might monitor you for drug activity or something if you download anti-malware.”

These participants’ lack of trust is compounded by the discrimination that occurs through both intentional and unintentional data collection practices—as well as through both accurate and inaccurate inferences derived through their data. The dominant tech companies (Facebook, Amazon, Apple, Google, Microsoft) and providers like Verizon or AT&T use their troves of personal data to direct our online activities. For instance, Facebook’s algorithms likely skewed 2016 election results by manipulating public opinion. Tech company profits are inextricably linked to governmental policies through their extensive lobbying efforts. These companies lobby, ultimately, to shape American democracy in their favor on behalf of regulatory policy, tax policy, and laws on mergers. This is true power in a governmental system beholden to the most profitable corporations. And their algorithms are trade secrets. Civil rights activists and technologists have raised public awareness of the unintentional algorithmic biases that influence society in significant ways—how government agencies distribute services, or how they mete out prison sentences. Such algorithmic discrimination was noted in a 2014 White House report on big data: “Big data analytics have the potential to eclipse longstanding civil rights protections in how personal data is used in housing, credit, employment, health, education, and the marketplace. Americans’ relationship with data should expand, not diminish, their opportunities and potential.”

The trust concerns exhibited by our study participants indicate that the digital exclusion of people of color and low-income Americans—which forces them to rely on smartphones to go online—does indeed limit their opportunities and potential. The findings draw attention to the discriminatory impacts (i.e. differential pricing, identity theft, customer recommendations, selective real estate listings) of mobile phone privacy infringements, analogous to existing dialogues surrounding algorithmic bias and digital exclusion.

Recommendations for cell-mostly internet users:

Given the political gridlock in Washington, compounded by tech companies’ massive lobbying efforts to stave off meaningful federal legislation, we recommend these steps be taken by cell-mostly internet users themselves:

- Activate privacy controls built into mobile devices. For example, clear your ad ID to prevent apps from tracking you, and from working with advertising network partners to track you. (Learn how to take these steps, and more, at Restore Privacy). This is effective because, while apps do not support cookies, the ad ID supplied by the operating system does. Apple makes it possible to wipe out your ad ID, and Android phones allow you to reset it.

- When apps ask for permissions irrelevant to the functionality of the app (i.e., access to your media, camera or microphone), deny these permissions. Similarly, turn off location tracking when except when needed for navigation, etc.

- Enable the “do-not-track” setting on your internet browser. It is true that only a fraction of companies respect it, some have committed to implementing it (including Pinterest and Reddit).

- Choose an email service that encrypts the messages you send and receive. And by consciously choosing websites and online services that use encryption, companies and data brokers will have far less information about your online activities.

Regulatory responsibilities

Study participants’ views on who is responsible for data protection varied somewhat, but nearly all claimed that individual users were responsible for protecting themselves. For instance, focus group participants frequently pointed out that they “choose” to either skim terms of service agreements, or skip reading them altogether, before mindlessly clicking agree. “I don’t read a terms of service agreement word-for-word; it’s like a short book,” remarked a participant in Philadelphia. Another interviewee concurred that the decision to agree with a websites privacy policy is “up to you.” This cell-mostly internet user said, “If you just scroll through and hit ‘I accept,’ then you agreed [to the conditions].” The attitude expressed by these study participants fails to acknowledge that so-called privacy policies do not, in fact, protect users’ privacy. Rather, these blanket agreements exist for companies to shield themselves from liability. It is in a company’s best interest to throw in as many clauses as possible, in anticipation of nearly any potential legal scenario. One analysis found that web users would need to take a month off work annually to read all the privacy policies that pop up on their screens.64 Online platforms offer infinite space to effectively bury language to which users might object, were they to actually read the fine print. The attitudes expressed by our study participants do not reflect these realities. Instead, they assign blame to users who possess minimal control over how their data is mined and used. Overtly, these cell-mostly users “agree” to the terms presented. Yet they are not afforded an opportunity to challenge structural issues shaping those agreements—from the highly-invasive deals between web platforms and data brokers, to cookies that automatically leave digital “crumbs” on each website visited. “Products follow you,” one participant stated, with no mention of how this surveillance is able to occur. This study finding symbolizes a type of acquiescent self-reliance.

Nevertheless, the responses indicate mixed views about the nature of regulatory responsibility and about the extent to which protections are already in place. Many participants supported a “law that protects your data,” but their concerns about privacy violations were not sufficient to outweigh desires to use their favorite apps. One participant claimed that “terms of service” constitute “laws” that protect mobile phone users. Another participant stated, “If I’m not doing anything wrong, so what?” Most don’t read privacy policies or terms of service agreements because they are “taxing to read,” long, and redundant. One person argued that, whether or not our data are protected, websites and apps collect too much data on individuals.

These statements were provided in response to questions about responsibilities for data privacy:

- "We should be responsible for ourselves, but we don't have any privacy anyway because if you want to apply for a job, you HAVE to go online. So you're already giving up your data!"
- "It is our own privacy, so we should have full ownership and responsibility for it."
- "It is the user’s choice to subscribe to its features, and their responsibility to protect their own data."
- "Privacy policies exist supposedly to cover you."
- "We have to be more aware, but we shouldn't have to do that. There should be a security tutorial for phones."
- "We should be responsible, but also the government ... Companies that collect our data should hold some responsibility towards protecting it."

When prompted to explain further, a number of focus group attendees argued that the companies that create the services (e.g., app developers, ISPs, platforms, phone manufacturers and carriers) should be able to create their own policies. However, many hoped the government would create ethics guidelines to which all companies must adhere once "more people understand how the internet works." But many thought such guidelines were weak. Kyle, an iPhone user, suggested that phone manufacturers as well as service providers like T-Mobile share a dual responsibility to educate users about data protection at the point of purchase. “Like Apple Care, with extra security options available through the carrier ... the user feels at ease when you know that you got two walls of protection.” Kyle added, “it should be illegal” to buy and sell personal information, asserting that data brokers “prey on the ignorant.” Two participants argued that the president should be responsible for phone data protection, while many others suggested that Congress or state leaders should implement some type of legal regime for data protection. A few suggested that we, the researchers, create phone privacy workshops for them, which they’d “gladly attend” as what participant Dolores termed “a movement toward being more tech savvy for civilians.”

Despite the variety of suggestions regarding data security accountability, many were pessimistic that any regulations or tutorials would be implemented, as indicated in these responses:

- "Never going to happen...because of terrorism."
- "It’s all about profit. That’s what it comes down to. If it’s not about the safety of this country. It’s about how much, you know, profit [they] can make ... no way."
- “The corporations and government...don’t want us to know. People would then find ways to manipulate information for [power]."
- “Government will not create laws that give online users the "rights" to their information. They will not get anything out of it. They want all of the profit."
- "We accept it."
- "My mind just goes more to my kind of people. The people who can’t afford a lawyer to go and fight. The cops won’t care about us if something bad happens because our information was stolen by somebody in Ohio, Nebraska, or Russia, or Guam. I know I’m sitting in a room with a bunch of people who don’t have that influence and probably never will. If we don’t help ourselves, who the hell will?"

These responses signal a perceived lack of agency not only over personal data but also in society. Participants who claim that individual users rather than the government or companies or developers should take responsibility for privacy are acceding to the discourse of privacy as an individual choice rather than a social good (or as a basic human right). There is little understanding of the many facets of the surveillance economy in which they participate. But the surveillance economy objectifies individuals, reducing them to data points. Conceptualizing data privacy as a social good requires that it is unavailable to be traded for convenience or efficiency or even security. For cell-mostly internet users, who are economically disadvantaged, the surveillance economy places them in precarious spaces where they’re vulnerable to identity theft, fraud, predatory scams, and unequal evaluation of credit worthiness or even immigration status. These vulnerabilities are the essence of digital inequality and lack of social capital.

---

Recommendaions for policymakers

In the past year alone, consumers have learned about privacy scandals from some of the country’s largest technology companies. We found out that Cambridge Analytica harvested the personal data associated with millions of Facebook profiles without consent, and used it for political purposes. The technology site Motherboard exposed that major wireless carriers sell real-time data to bounty hunters for a $300 fee. We learned that Google+ bugs provided third-party app developers access to millions of users’ personal information, and that an Amazon Echo inadvertently shared a recording of a couple’s private conversation. For every high-profile case, there are many more that do not get attention in the press and that the FTC does not address. Nevertheless, consumers experience harm from lesser-known privacy and data security incidents.

- For this reason, we recommend that Congress increase FTC funding by at least $40 million annually (beyond its current budget request of $310 million) to hire technologists who can develop cases and make policy recommendations, as well as hire dozens of new attorneys focused on privacy and data security. We believe such a funding boost would provide the FTC with the resources to hold technology companies, retailers and data brokers accountable for their data practices.

- Bar social media companies from purchasing/selling personal information to data brokers and advertisers without an explicit “opt in” from users.

- Empower the FTC to take immediate enforcement action against tech companies and data brokers that track, store and share personal information without user consent.

- Regulate data brokers to require transparency in data gathering and manipulation techniques.

In the absence of nationwide data privacy legislation, the federal government should:

- Fund a series of data privacy workshops administered by non-profits in distressed urban areas.

- Allow states to adopt stringent data privacy measures that supersede weaker federal regulations.

Willingness to act

Because participants nearly always associated privacy breaches with the government rather than corporations, online advertising agencies or social media platforms, most were unwilling to pay for extra phone security because “the government already has your information.” One participant would not pay because “there’s another third party that might try to steal your info; hackers will always find a way.” Another participant shared, “I see no benefit.” León purchased a security program, but he wasn’t sure if it actually helped. But some said they were willing to pay under particular conditions.

- “I would pay if the protection charge is something reasonable.”

- “At least, if you pay, you can complain to someone if anything or even nothing happens. If you go to a store and get a guarantee or warranty, you can complain. But there isn’t such a thing with these apps.”

- “Not everyone can pay for security ... if you have a family of 3-4, the protection costs too much.”

- “Once you add up the taxes, it’s just too much. But if it was $10 a year ...”

- “Yeah, $10 a year is my price range.”

- “That’s affordable; it could be a standard charge when you buy your phone.”

- “I would pay $40 a year but not $100.”

- “A security fee should be included in the monthly phone bill.”

- “There could be a sliding scale price range—pay more for better security.”

- “I would pay not to get scam offers.”
• “I am willing to pay $2-$5 a month, depending on what it is actually going to protect. I’m real paranoid about giving out personal information.”

Besides working to protect their own data—to an extent—no participants expressed willingness to act in other ways to protect themselves from some of the harms associated with data leakage and the surveillance economy. This finding indicates that cell-mostly internet users do not prioritize the types of actions, such as installing anti-virus software or a firewall, that could mitigate at least a few mobile phone privacy harms.

### Recommendations for tech companies, mobile phone carriers, and consumer privacy advocates

Based on findings from focus group discussions and app usage data, we propose the following recommendations for technology companies and mobile phone carriers:

- Obtain opt-in consent from consumers and subscribers before sharing sensitive information about them.
- Explain to users the importance of installing updates and security patches.
- Develop free anti-malware shareware for qualifying low-income users and pre-install it on phones.
- Create tutorial videos that can be accessed in-store and online that spell out processes for securing phones. Train sales personnel to help consumers implement the video suggestions. Videos can be funded through a $1 surcharge on all new phones sold in the United States.

These recommendations lead us to conclude advocacy groups have the potential to influence tech platforms, regulators and users. With this in mind, we offer the following recommendations for consumer privacy advocates:

- Make data privacy a political issue—on par with health care and minimum wage legislation—and force legislators to act. Adopt the stance that data privacy is a fundamental human right.
- Pressure social media sites and companies to reform their data collection practices. Specifically, press to obtain consent from customers before using or sharing their personal information, and give consumers the right to know how their personal data are being used. Businesses also have an obligation to provide consumers with a copy of any personal information they possess.
- Demand that companies notify consumers of a security breach within 72 hours.
- Work with consumers to create a public education campaign to frame mobile phone privacy as a basic right and a social justice issue to empower users on methods to secure their data.
Conclusion

In general, the cell-mostly internet users interviewed for this project recognize the existence of corporate and government surveillance. As our findings highlight, some of them even compromise personal relationships or relinquish job opportunities, rather than share personal details on social media or to complete online forms. At the same time, participants lacked a clear understanding of how near-constant mobile internet use, including dependence on internet-connected apps, potentially compounds other inequalities that exist in their lives. Rather, study participants generally seemed resigned to their status as having little power and minimal social capital. All individuals are vulnerable to security breaches, identity fraud, system errors and hacking. But economically disadvantaged individuals who rely exclusively on their mobile phones to access the internet are disproportionately exploited through leakier phone models, lack of knowledge about phone security practices, and attitudes of resignation with regard to their agency over their own data. Such users are also more open to governmental surveillance if they participate in programs for low-income individuals and families such as SNAP (Supplemental Nutrition Assistance Program) or live in subsidized housing. Moreover, trust in governmental organizations may be shattered when data collected for public programs are used in problematic ways by agencies that lack transparency.

Throughout this paper, we argue that privacy is a public good and a fundamental value in a democratic society. In fact, it is a requirement of basic human dignity. Because of the sheer ubiquity of digitized data compiled on individuals who rely on cell phones to access the internet, we argue that the need for privacy be elevated from a personal liberty and legal right to a matter of social justice. Data privacy is not a luxury for those who cannot afford to invest the time, resources, and effort required to actively protect one’s digital assets.

Our project findings shine light on an increasingly serious problem of digital life—the inequities exacerbated by data insecurity that are experienced by all individuals but are more salient among those living in economic precarity. Also, the project is vital to advancing STS by building on the field’s emerging activist strains. When Google and other technology companies capitalize on the data exhaust left by cell mostly internet users by using it for creating predictive analytics—without transparency of methods—the inequities experienced by these users are only compounded.

With the EU General Data Protection Regulation now in effect, albeit slowly and incompletely, these study findings underscore the need for U.S. citizens, lawmakers, and activists to further consider the grassroots impact of data privacy and security. Additionally, we hope this research will empower cell-mostly internet users—who are likely black, Hispanic and/or low-income—by bolstering digital literacy around mobile technology privacy and security. Understanding the symbiotic relationship between the material nature of mobile technology and the social construction of technology is a key means to safeguarding privacy in our increasingly digital lives.

### Appendix A. Semi-structured interview protocol for focus group discussions

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>How would you describe your attitudes about online privacy and security in general? How about with regard to your mobile phone, specifically?</td>
<td></td>
</tr>
<tr>
<td>Do you use a pre-paid or burner phone? If so, how does this influence how you use the device?</td>
<td></td>
</tr>
<tr>
<td>Do you use an Android or iPhone mobile device? Did security concerns influence your decision?</td>
<td></td>
</tr>
<tr>
<td>Do you delete “cookies” on your phone? Do you know how to do it? To what extent are you concerned about cookies on your phone?</td>
<td></td>
</tr>
<tr>
<td>Do you empty your cache on your phone? Do you know how to do it? To what extent are you concerned about your phone’s cache?</td>
<td></td>
</tr>
<tr>
<td>Who determines what data websites and apps may collect about users? Even if you don’t know for certain, who do you guess sets the rules for data collection?</td>
<td></td>
</tr>
<tr>
<td>Would you use security features on your phone if they were available? How much, if anything, would you be willing to pay for mobile phone security measures?</td>
<td></td>
</tr>
<tr>
<td>To what extent should government, tech companies, or businesses be responsible for ensuring consumer privacy?</td>
<td></td>
</tr>
<tr>
<td>Have you or anyone you know had issues with mobile phone security (e.g., identity theft or hacking)?</td>
<td></td>
</tr>
<tr>
<td>Vignette A: Verizon introduced a mobile app called AppFlash, which acts as a search engine for users looking for everything from restaurants to music. But its primary function is to collect data from the customer’s mobile number, the device he/she is using and the apps installed. With users’ permission, it will also monitor location and contacts. Would you be willing to use AppFlash, if it is more accurate and faster than Google or another search engine?</td>
<td></td>
</tr>
<tr>
<td>Vignette B: Facebook’s Live Location feature makes it possible to share your location in real time, with a single person or groups. The selected people can track your location for 1 hour. So, suppose if you are meeting friends for a concert and you are running late, this feature will allow your friends to know how much time you will take to reach the place. Would it bother you if Facebook sold this geo-location data to 3rd parties? Would you be concerned that a hacker might learn you are away from home?</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B. Example visual prompts

| Name: Facebook Messenger | • Turn location on to let people know you’re nearby  
• Free calls over Wi-Fi  
• Active while not in use |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Downloads: 1 billion+</td>
<td></td>
</tr>
<tr>
<td>Rating: 4.0/5.0</td>
<td></td>
</tr>
</tbody>
</table>

Name: ChatSecure
Downloads: 500,000
Rating: 4.3/5.0

• Can connect without phone #, central servers, or personal data  
• Uses known open source cryptographic libraries to maintain privacy  
• Can connect to existing accounts on Google, create new accounts on public XMPP servers, or connect to secure server

Appendix C. Example of cyclical, iterative, and rigorous coding method using Nvivo 12

- Bring in interview and focus group documents
- Record our insights and use this memo during project write up
- Display a word tree to see how participants talk about "social media data collection"
- Gather the query results in our "social media" node and review all material in one place
- Run a text query to find out how other people talk about social media data collection
- Some participants talk about leaving social media platforms. Potentially significant! Create a note to collect all references

- Explore: Open and explore interviews
- Code: Some participants talk about leaving social media platforms. Potentially significant! Create a note to collect all references
- Reflect: Some participants talk about leaving social media platforms. Potentially significant! Create a note to collect all references

Memo
Import
Query
Code
Explore
Reflect
Visualize
Memo